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How to derive Statement 2 from Statement 1?
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## Proof of Theorem 2 by using Theorem 1 and Lemma 3 (ii).

Similar to the second method of derivation of Statement 2 from Statement 1.
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$$
0<\delta<1
$$



2D RAY-FISH

$$
P, Q, M_{n_{j}}, M_{\lambda_{j} \in \mathbb{R}^{2 \times 2}}
$$
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PROOF

$$
\begin{aligned}
M_{r_{\delta}}\left(r_{\delta} \mu\right)= & \left(Q r_{\delta} P \mu+\delta(P-Q) \mu\right) \\
M_{r_{\delta}}= & \left(Q r_{\delta} P \mu+\delta(P-Q) \mu\right)\left(r_{\delta} \mu\right)^{-1} \\
& \nmid \text { as } \delta \psi_{0} \\
& \left(Q r_{0} P \mu\right)\left(r_{0} \mu\right)^{-1} \\
& \| \\
& \left(P r_{0} P \mu\right)\left(r_{0} \mu\right)^{-1}=P
\end{aligned}
$$
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It looks as follows
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$f(x):= \begin{cases}P(x) & \text { if } x \in \mathbb{R}^{3} \backslash \operatorname{co}\left\{r_{\delta}, s_{\delta}, t_{\delta}, u\right\} \quad\left(\subset \mathbb{R}^{3} \backslash B_{\mathbb{R}^{3}}\right), \\ Q(x)-\delta(P-Q) u & \text { if } x \in \operatorname{co}\left\{r_{\delta}, s_{\delta}, t_{\delta}, 0\right\}, \\ M_{r_{\delta} s_{\delta}}(x)-\delta(P-Q)(u) & \text { if } x \in \operatorname{co}\left\{r_{\delta}, s_{\delta}, u, 0\right\}, \\ M_{s_{\delta} t_{\delta}}(x)-\delta(P-Q)(u) & \text { if } x \in \operatorname{co}\left\{s_{\delta}, t_{\delta}, u, 0\right\}, \\ M_{t_{\delta} r_{\delta}}(x)-\delta(P-Q)(u) & \text { if } x \in \operatorname{co}\left\{t_{\delta}, r_{\delta}, u, 0\right\}\end{cases}$
this is a well defined, piecewise linear, Lipschitzian mapping $f: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$, with $\left\{\nabla f(x): f\right.$ is differentiable at $\left.x \in \mathbb{R}^{3}\right\}=\left\{P, Q, M_{r_{\delta} s_{\delta}}, M_{s_{\delta} t_{\delta}}, M_{t_{\delta} f_{\delta}}\right\}$.

Simplified 3D Rey fish Lemma 7: Given $P, Q \in \mathbb{R}^{2 \times 3}$ and $\delta \in(0,1)$, there are matrices $M_{r_{\delta} s_{\delta}}, M_{s_{\delta} t_{\delta}}, M_{t_{\delta} r_{\delta}} \in \mathbb{R}^{2 \times 3}$ such that they converge to the matrix $P$ and....
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(Corona) Let $\delta, P, Q, r_{\delta}, s_{\delta}, t_{\delta}, M_{r_{\delta} s_{\delta}}, M_{s_{\delta} t_{\delta}}, M_{t_{\delta} r_{\delta}}$ be as in Lemma 7. Then there exist numbers $0<\beta<\gamma$ and a Lischitzian mapping $h: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ such that $h(x)=P(x)$ whenever $x \in \mathbb{R}^{3} \backslash T(\beta, \gamma)$, that
$\{\nabla h(x): h$ is differentiable at $x \in T(\beta, \gamma)\}=\left\{P, Q, M_{r_{\delta} s_{\delta}}, M_{s_{\delta} t_{\delta}}, M_{t_{\delta} r_{\delta}}\right\}$,
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## Lemma 8

(Corona) Let $\delta, P, Q, r_{\delta}, s_{\delta}, t_{\delta}, M_{r_{\delta} s_{\delta}}, M_{s_{\delta} t_{\delta}}, M_{t_{\delta} r_{\delta}}$ be as in Lemma 7. Then there exist numbers $0<\beta<\gamma$ and a Lischitzian mapping $h: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$ such that $h(x)=P(x)$ whenever $x \in \mathbb{R}^{3} \backslash T(\beta, \gamma)$, that
$\{\nabla h(x): h$ is differentiable at $x \in T(\beta, \gamma)\}=\left\{P, Q, M_{r_{\delta} s_{\delta}}, M_{s_{\delta} t_{\delta}}, M_{t_{\delta} r_{\delta}}\right\}$, and that, for every $0 \neq x \in \mathbb{R}^{3}$ there exists an $\alpha>0$ such that $\alpha x \in T(\beta, \gamma)$, the mapping $h$ is differentiable at $\alpha x$ and $\nabla h(\alpha x)=Q$.
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## Proof.

Consider countably many diminishing coronas converging to the origin.
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Neither Theorem 1 is helpful if we restrict our $g$ to some plane $0 \in W \subset \mathbb{R}^{3}$, because then $g_{\mid W}$ maps the 2 -dimensional space $W$ into $\mathbb{R}^{2}$, but, by (iii), there is an $L \in \partial\left(g_{\mid w}\right)(0)$, whose range $L(W)$ has dimension 1 .

## Conclusion

By Pourciau's Theorem 2, the Lipschitzian mapping $g: \mathbb{R}^{3} \longrightarrow \mathbb{R}^{2}$, with $g(0)=0$, provided by Theorem 9 , admits a right inverse in the vicinity of 0 .

Yet, this fact could not be obtained using Clarke's Theorem 1 "by augmenting" $\partial g(0)$ to a set of $3 \times 3$ matrices.
Neither Theorem 1 is helpful if we restrict our $g$ to some plane $0 \in W \subset \mathbb{R}^{3}$, because then $g_{\mid W}$ maps the 2-dimensional space $W$ into $\mathbb{R}^{2}$, but, by (iii), there is an $L \in \partial\left(g_{\mid W}\right)(0)$, whose range $L(W)$ has dimension 1 .

In particular, for $W:=\left\{\left(x_{1}, x_{2}, 0\right): x_{1}, x_{2} \in \mathbb{R}\right\}$, we find $M \in \partial g(0)$ such that $(0,0,1) \in \operatorname{lin}\left\{m_{1}, m_{2}\right\}$; then $L(w):=M w, w \in W$, "works".
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